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Notations and symbols have their usual meaning 

1. Answer any five of the following questions:                                                          𝟐 × 𝟓 = 𝟏𝟎 

a) State the axioms of probability. 

b) Find the value of the constant  𝑘 such that the function 𝑓(𝑥) is a possible probability density 

function of a random variable 𝑋 where  

𝑓(𝑥) = ൜
 𝑘𝑥(1 − 𝑥) , for 0 < 𝑥 < 1

0  ,            elsewhere
 . 

c) If 𝑋 is a Poisson 𝜇-variate and 𝑃(𝑋 = 0) = 𝑃(𝑋 = 1), then find 𝜇 and  𝑃(𝑋 ≥ 1). 

d) Show that distribution function is continuous at any point from right. 

e) In a random experiment, three coins are tossed simultaneously. Write down the sample 

space of the experiment. Hence compute the probability of getting two heads and a tail on 

the coins.  

f) Determine the value of k so that the function defined by 𝑓(𝑥, 𝑦) = 𝑘𝑥𝑦, 0 < 𝑥 < 1,  

0 < 𝑦 < 𝑥 is a joint probability density function. 

g) Let S = {1,3,5,7} be a given population. You are required to draw a sample of size 2. Write the 

possible samples under (i) SRSWR & (ii) SRSWOR with usual meanings of the abbreviations. 

h) State the Central limit theorem. 

 

2. Answer any four of the following questions:                                                                  𝟒 × 𝟓 = 𝟐𝟎 

a) Suppose that the joint probability density function of the 2D random variable (𝑋, 𝑌) is 

𝑓(𝑥, 𝑦) = ൜
𝑘(3𝑥 + 𝑦), 1 ≤ 𝑥 ≤ 3, 0 ≤ 𝑦 ≤ 2

0,                     otherwise.
 . 

Find (i) the value of  𝐾,  (ii) 𝑃(𝑋 + 𝑌 < 2)  and  (iii) marginal distributions of 𝑋 and 𝑌. 

b) (i) If 𝑋 and 𝑌 are two random variables, then show that {𝐸(𝑋, 𝑌)}ଶ ≤ 𝐸(𝑋ଶ)𝐸(𝑌ଶ). 

(ii) For any 2-dimensional random variable (𝑋, 𝑌), prove that −1 ≤ 𝜌(𝑋, 𝑌) ≤ 1. 

c) Let 𝑚 and 𝜇௥ respectively denotes the mean and 𝑟-th order central moment of a Poisson 

distribution. Show that 



𝜇௥ାଵ = 𝑟 𝑚 𝜇௥ିଵ + 𝑚
𝑑𝜇௥

𝑑𝑚
. 

d) A radioactive source emits on an average 2.5 particles per second. Calculate the probability 

that 3 or more particles will be emitted in an interval of 4 seconds. 

e) A random variable X has probability density function 12𝑥ଶ(1 − 𝑥), 0 < 𝑥 < 1.  Compute 

𝑃(|𝑋 − 𝑚| ≥ 2𝜎) and compare it with the limit given by the Tchebycheff's inequality. 

f) When a statistic will be called an unbiased estimator? Prove that the sample variance is not 

an unbiased estimator of the population variance. 

3. Answer any one of the following questions:                                                     𝟏𝟎 × 𝟏 = 𝟏𝟎 

a) (i) Find the mean and variance of normal distribution. 

(ii) State and prove Tchebycheff’s inequality.          5 + 5 = 10 

b) (i) The following are the values of the variables 𝑥 and  . 

𝑋:     1    2   3   4   5   6   7   8   9      

                                                                        𝑌:    9    8   7   6   5   4   3   2   1   

What will be the correlation coefficient between 𝑥 and 𝑦. 

(ii)  If 𝑥 and 𝑦 are two positively correlated variables with variances 16 and 25, 

respectively. Find the value of the constant 𝑘 such that (𝑥 + 𝑘𝑦) and (𝑥 +
ସ

ହ
 𝑦) are 

uncorrelated.                                                                                                                  5 + 5 = 10 
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