
 
  

 

B.SC. FIFTH SEMESTER (HONOURS) EXAMINATIONS, 2021 

Subject: Mathematics        Course ID: 52117 

Course Code: SH/MTH/504/DSE-2                       Course Title: Probability and Statistics 

Full Marks: 40          Time: 2 Hours 

The figures in the margin indicate full marks 

Notations and symbols have their usual meaning 

1. Answer any five of the following questions:                                                     (𝟐 × 𝟓 = 𝟏𝟎) 

(a) Let the cumulative distribution function of a random variable is given by  

𝐹(𝑥) = ൝ 1 −
1

4
𝑒ି௫ ,        𝑥 ≥ 0

       0,         otherwise .

  

(b) Show that the jump of the distribution function at a point is the probability at that point. 

(c) Give an example to show that two events can be independent but not mutually 

exclusive. 

(d) Prove that probability distribution function is a monotonically non-decreasing function. 

(e) Find the value of the constant 𝑘 such that the function 𝑓(𝑥, 𝑦) is a possible joint 

probability density function of the random variables 𝑋 & 𝑌 where  

𝑓(𝑥, 𝑦) = ൝
𝑘(2 − 𝑥 − 𝑦)

3
 , for 𝑥 > 0, 𝑦 > 0 , 𝑥 + 𝑦 < 2

0  ,            elsewhere

 . 

(f) Prove that  𝑉𝑎𝑟(𝑋) = 𝐸(𝑋ଶ) − {𝐸(𝑋)}ଶ. 

(g) Show that the second order moment about any point is minimum when taken about the 

mean.  

(h) If 𝑋 is a 𝛾(𝑛) variate, then show that  𝑃(0 < 𝑋 < 2𝑛) ≥
௡ିଵ

௡
 . 

2. Answer any four of the following questions:                                                      𝟓 × 𝟒 = 𝟐𝟎 

(a) (i) Let 𝑋 be a continuous random variable with distribution function 𝐹(𝑥) and probability 

density function 𝑓(𝑥).  Show that 𝐹(𝑥) = ∫ 𝑓(𝑥)𝑑𝑥
௫

ିஶ
.    

   

(ii) Let 𝑋 be a random variable with pdf 𝑓(𝑥) = ൜
7𝑒ି଻௫,       𝑥 > 0

      0,     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 .  

Find pdf of 𝑌 = 𝑋ଵ/ଷ.                       2+3 

(b) (i) Find the median of 𝑋 with pdf 𝑓, given by 𝑓(𝑥) = ቄ
1, 0 ≤ 𝑥 ≤ 1
0,  otherwise  

 . 



 
  

 

(ii) Show that for continuous symmetrical distribution with unique median, the median and 

mean are equal.                                      2+3  

(c) For the probability density function  

𝑓(𝑥, 𝑦) = 3𝑥ଶ − 8𝑥𝑦 + 6𝑦ଶ , 0 < 𝑥 < 1, 0 < 𝑦 < 1 

Find the regression curves for the meanand also the least square regression lines.          2+3 

(d) A random variable X has probability density function 12 𝑥ଶ(1 − 𝑥)(0 < 𝑥 < 1).  

Compute 𝑃(|𝑋 − 𝑚| ≥ 2𝜎), and compare it with the limit given by Tchebycheff’s  

Inequality.              5 

(e) Obtain the maximum likelihood estimator of the parameter of a Poisson distribution. 

     5 

(f) For the two state Markov chain with transition matrix ൬
𝑝 1 − 𝑝
𝑞 1 − 𝑞

൰ and initial probability 

distribution(𝜋ଵ, 𝜋ଶ), calculate the probability distribution at the 𝑛௧௛trial and show that 

as𝑛 → ∞, this distribution is independent of the initial distribution.                                2+3 

 

3.  Answer any one of the following questions:                                                         (𝟏𝟎 × 𝟏 = 𝟏𝟎) 

   a) i) Find confidence interval for 𝑚 of normal (𝑚, 𝜎) population when 𝜎is known.  

        ii) Obtain Bernoulli’s theorem as a particular case of the law of large numbers.      5+5

       

b) (i) The mean and variance of a sample of size 400 from a normal population are found to be 

18.35 and 3.25 respectively. Given 𝑃(𝑈 > 1.96) = 0.025, 𝑈 being a standard normal 

variate. Find 95% confidence interval for the population mean.  

(ii) If 𝑋 and 𝑌 be two standardized random variables and 𝜌(𝑎𝑋 + 𝑏𝑌, 𝑏𝑋 + 𝑎𝑌) =
ଵାଶ௔

௔మା௕మ,  

then find the correlation coefficient 𝜌(𝑋, 𝑌) between 𝑋 and 𝑌.    5+5 

 

 

*** 


